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Abstract

Adversarial attacks reveals that deep neural networks are vulnerable to adversarial examples.
Intuitively, adversarial examples with more perturbations result in a strong attack, leading to
a lower recognition accuracy. However, increasing perturbations also causes visually notice-
able changes in the images. In order to address the problem on how to improve the attack
strength while maintaining the visual perception quality, an imperceptible adversarial attack
via spectral sensitivity of the human visual system is proposed. Based on the analysis of
human visual system, the proposed method allows more perturbations as attack information
and re-distributes perturbations into pixels where the changes are imperceptible to human
eyes. Therefore, it presents better Accuracy under Attack(AuA) than existing attack meth-
ods whereas the image quality can be maintained to the similar level as other methods.
Experimental results demonstrate that our method improves the attack strength of existing
adversarial attack methods by adding 3% to 23% while mostly maintaining the visual quality
of SSIM lower than 0.05.

Keywords Imperceptible adversarial attack - Spectral sensitivity - Human visual system -
Deep learning

1 Introduction

Deep Neural Networks (DNNs) have been thriving in computer vision and natural language
processing. However, researchers have discovered that DNNs are vulnerable to adversarial
examples in recent years. Adversarial examples are those specialized inputs created by the
purpose of confusing a neural network, resulting in the misclassification of a given input. An
Adversarial Attack is the method to find a perturbation to the input that changes the prediction
of a machine learning model. The perturbation can be very small and imperceptible to human
eyes. Adversarial attacks were previously proposed by Szegedy et al. [1]. A slight perturbation
can be found by maximizing the network’s prediction error to cause the network to misclassify.
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Recent researches [2—5] aim to create adversarial examples that cause misclassification while
being imperceptible to human vision. Large perturbations enhance the attack strength but
usually lead to noticeable changes in an image. Hence, adversarial attack methods have to
make a trade-off between increasing attack strength and maintaining visual quality of images.

The existing methods can be roughly divided into two categories. One attempts to simulate
the response of human eye to color changes through /,-norm distance (Iy [6], /> [4, 7], and
oo [8, 9]). However, some works [10, 11] point out that /,-norm of the perturbations in
RGB space cannot be consistent with human vision. The other is focused on controlling
perturbation weight. [12, 13] add a different amount of perturbation to each pixel by adjusting
the weighted value. Therefore, more perturbations can be added in the dark or complex texture
area, whereas fewer perturbations are introduced in smooth area or area that attracts visual
attention. [14] adjusts the perturbation weight through the just noticeable difference (JND)
in the constraint of a distortion function. This improves the images quality and guarantees
high image fidelity. However, these methods can be applied with just a few existing attack
methods. This motivates us to propose a meta algorithm that can be easily combined with
existing methods while considering human perceptual property to boost their attack accuracy.
Recent work [15] enhances adversarial examples of transferability in the black-box setting
via variance tuning. Gradient variance from the previous iteration is exploited to tune the
gradient in current iteration to stabilize the gradient direction. It can generate visually similar
adversarial images with higher transferability. Later on, [16] proposes adversarial training
framework to learn attack parameters for adversarial example generation. Although these
framework is flexible and can be used to boost the existing attack methods, the human
perceptual property is not considered in the loop of adversarial example generation.

To address the aforementioned problems, an adversarial attack method based on the Spec-
tral Sensitivity (SS) of the human visual system (HVS) is proposed. The analysis of spectral
sensitivity helps to determine the less sensitive pixels where more perturbations can be intro-
duced. This benefits the strength of adversarial attack methods. On the other hands, spectral
sensitivity can also determine sensitive pixels where perturbations should be reduced. This
maintains the visual quality of image when attack method is applied. In the proposed SS
attack method, the color sensitivity function calculates the pixel-wise sensitivity values for
the input image. Then, Bezier curve is exploited to provide smooth and continuous sensitivity
estimation. Lastly, adjusted sensitivity values are added up to perturbation weight of the exist-
ing gradient based attack method. The proposed method utilizes human perceptual property,
Spectral Sensitivity (SS) of the human visual system (HVS), into the attack framework. This
makes it possible to relocate the perturbations into pixels where changes are imperceptible to
human eyes. Therefore, the adversarial examples can be more visually consistent to humane
eyes with less visual artifacts. The adversarial examples generated from our approach retain
similar visual quality as the original attack methods. In addition, our method serves as a meta
algorithm that can be easily combined with existing attack methods. Experimental results
demonstrate that our method enhances the attack strength for white-box and the black-box
attack settings on two publicly available datasets.

In summary, the contributions of this work are three folds:

—

. Spectral sensitivity of HVS is proposed to improve the adversarial attack methods.

2. The proposed sensitivity-based framework is flexible can be integrated with existing
gradient-based adversarial attack methods easily.

3. Experimental results demonstrate that by employing the spectral sensitivity attack, the

attack strength can be enhanced while maintaining the visual quality over the existing

attack methods on two benchmark datasets.
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The remaining organisation is listed as follows. Section 2 overviews related works of
adversarial attack methods. The proposed method is described in Section 3. Results and
analysis are given in Section 4. The research is concluded in Section 5.

2 Related work
2.1 Threat model

Dong et al. [17] define the threat model by three aspects: adversary goals, adversary capa-
bilities, and adversary knowledge. Adversary goals represent the adversarial examples used
for untargeted attack or targeted attack. Untargeted attack aims to misclassify the test sam-
ple to arbitrary wrong classes, whereas targeted attack misleads the target model toward
a specific wrong class. Adversary capabilities define how to generate perturbations by con-
strained based method or optimization based method. The adversary knowledge indicates the
understanding level of the target model. There are four levels defined for adversary knowl-
edge: white-box attack, transfer-based black-box attack, score-based black-box attack, and
decision-based black-box attack. This paper aims at untargeted attacks and employs attack
methods, including constrained based and optimization based attack methods. White-box
and transfer-based black-box attacks are exploited in our experiments, which are usually
considered in recent adversarial attack researches.

2.2 Gradient-based adversarial attack

Four gradient-based adversarial attacks are introduced in this section, including Fast Gradient
Sign Method (FGSM), Basic Iterative Method (BIM), Projected Gradient Descent (PGD).

2.2.1 Fast gradient sign method

Fast Gradient Sign Method (FGSM) [9] is the first adversarial attack method that generates
an adversarial example with constrained perturbation. FGSM calculates the gradient from
the loss function of the input image. The sign of the gradient is multiplied by a weighting
parameter € to generate perturbation noises. The perturbation is then added up to the original
image as the adversarial example. The equation of the adversarial example generation is
defined as

x' =x+e-sign(VeJ (@, x,y)), (1)

where x/ is the adversarial example, x is the input image, y is the ground-truth label, € is the
perturbation weight, J is the loss function of the target model, and 6 is the model parameters.
The gradient of loss function J is defined by V.

2.2.2 Basic iterative method

Basic Iterative Method (BIM) [8] is an extension of FGSM to perform the algoritm iteratively.

BIM applies clipping after each iteration to ensure the values are constrained to the e-

neighbourhood of the original image. The objective function of BIM is written as
xXp=x,

/ . / . / 2
X, =clip, {x; +asign(V,J (0, x;, y)},
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where the adversarial example of iteration 7 + 1 is obtained by adding the perturbation to
x; with the clip operation. The perturbation is the gradient with respect to the loss function
of x; and the ground-truth label y. The parameter € in BIM is considered as a perturbation
budget, which is different from that in FGSM.

2.2.3 Projected gradient descent

Projected Gradient Descent (PGD) [18] is also an iterative extension of FGSM. There are
two main differences between PGD and BIM. One is that the initial adversarial example of
PGD does not use the original image but the original image with random noises. In addition,
PGD constraints the perturbation on [,-ball instead of the clip operation used by BIM. The
objective function of PGD is defined as

X1 = Magps(x) + asign(Vy J 6, x/, y)), 3)

where I, ¢ is a projection operator with perturbation set x + S, and « is a gradient step
size. In Eq. 3, the perturbation in each iteration is projected to /,-ball and constrained in the
range of S.

Recently, Jia et al. [16] proposes adversarial training framework to learn attack parame-
ters for adversarial example generation. Most previous methods adopt PGD with manually
selected parameters for adversarial example generation. This lacks flexibility and only one
attack strategy is employed. The learning framework learns to produce attack strategies and
can be applied to each stage. Although the learning framework works well for high test
robustness, the adversarial examples are not guaranteed and evaluated for human vision
consistency.

2.3 Optimization-based method

Carlini and Wagner-/, attack (C&W-I) [7] minimize the [, norm of adversarial perturbations
and enlarge the classification confidence gap between the incorrect classes and the ground-
truth class. Therefore, C&W-/, is considered as a constrained optimization perturbations.
The objective function is defined as

min|x’ — x|+ AL, “4)
where the term ||x” — x ||% constrains perturbation by />-norm, and the f(x’) term enlarges
the confidence gap. A is a controlling weight of perturbation. f (x’) is defined as

f(x) =max {max Z(x") — Z(x'),, —« |,

{ ma v —x} )
where Z (x”) represents the value from softmax layer, which can be regarded as the confidence
of the classification result. Z(x"), represents the value of correct class. The highest confidence
of incorrect class is represented by max;, Z(x’). This term f (x’) enforces that the distance

from the highest confidence of incorrect class to the confidence of correct class should be
large than the margin «.

2.4 Perceptual color and sensitivity

[p-normis commonly adopted to measure the difference between two images while generating
adversarial examples. However, the results measured by /,,-norm in RGB space are poorly
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aligned with the visual properties of human vision system. Zhao et al. [10] propose a modified
C&W method based on perceptual color. It maintains adversarial strength, while producing
larger RGB perturbation of imperceptibility. Experimental results show that perceptual color
distance made a contribution that create adversarial images imperceptible to human eyes in
smooth, saturated regions. It is also robust to two transformation-based defense methods,
JPEG compression and bit-depth reduction. However, this method is directly extended from
C&W. It requires further modification to enhance other types of attack method. In addition,
the perturbations produced by this method does not perform well in smooth regions with
low saturation. Luo et al. [13] define the perturbation sensitivity of each pixel by calculating
the standard deviation of the pixel and its eight neighbors. The reciprocal of the standard
deviation is obtained as the sensitivity value. Perturbation sensitivity is used to calculate the
perturbation priority. Finally, a greedy algorithm is adopted to search twenty highest priority
pixels in each iteration and perturb the given pixels until the total perturbation exceeds the
threshold. This method is highly reliable to noises. Therefore, it is generally applicable for
a large amount of applications. Some potential problems may occur in the method. The
method is only verified on images of low resolution. The effectiveness of high-resolution
image datasets, such as ImageNet [19], is not clear. In addition, the time complexity of
greedy algorithm is high while the attack process is conducted on large-scale image datasets.
Overall, these methods are not easy to adapt or combined with the existing attack methods.
Recent method [20] achieves imperceptibility by limiting perturbations within high frequency
components. This ensures perceptual similarity between adversarial examples and original
images. Another research direction [21] is to train Invertible Neural Networks (AdvINN),
which generates class-specific semantic information of the target class into the adversarial
examples and dropps existing details of the original class.

3 Imperceptible adversarial attack via spectral sensitivity

In this section, an imperceptible adversarial attack method is proposed based on the spectral
sensitivity of the human visual system. The proposed scheme enhances the attack strength of
existing attack methods while reducing significant visible perturbation on attacked images.

3.1 Overview

In the process of adversarial attacks, the perturbation is generated by an attack method and
the target model. It is usually scaled by a weighting parameter, such as epsilon in Eq. 1, and
then added to the original image. The adversarial example with attack information serves
as an input to the target model for classification. In the conventional attack methods, the
perturbation weight of each pixel is the same. In other words, all pixel values are adjusted by
a single weighting parameter. However, color sensitivity is different to human vision system.
For some colors, human vision can easily observe the change when a bit of perturbation
is added. On the other hand, the change of some colors can be unaware if the color has
low sensitivity to human vision. Based on this human vision property, spectral sensitivity
is employed in our method to adjust the perturbation weight of each pixel separately. More
perturbation can be added to low sensitivity pixels to enhance the attack strength, while it
can be further reduced for high sensitivity pixels.

The proposed spectral sensitivity attack method is depicted in Fig. 1. In the first step, the
input images are evaluated by the color sensitivity function to obtain the sensitivity matrix S.
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Spectral Sensitivity Attack Method
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Fig.1 Overview of System Framework. The bottom part of the figure depicts process of generating adversarial
examples. Our method enclosed by the dash-line box in the upper of the figure controls the per-pixel weight
of perturbation

Denote the sensitivity value s;; of pixel x;;. Next, the sensitivity matrix is converted through
a sensitivity adjustment function as the adjusted matrix B. Afterwards, the adjusted matrix is
added with the original weight of the attack method, which controls the amount of perturbation
for each pixel. The adjusted matrix B aims to decrease the weights of high-sensitivity pixels
to reduce the attack strength while increasing the weights of low-sensitivity pixels to enhance
the attack strength. If the attack method is iterative, the above steps will repeat. Otherwise,
the procedure completes. In the following sections, the details of color sensitivity function,
sensitivity adjustment curve, and how to combine our scheme with existing adversarial attack
methods are introduced.

3.2 Color sensitivity function

The color sensitivity function calculates the sensitivity value of each pixel by linear combi-
nation according to the Grassman’s Laws [22]. Grassman’s Laws describes that the response
of human vision to a color light is linear, which can be obtained from a linear combination
of monochromatic light, like RGB. The spectral sensitivity values of three monochromatic
lights RGB are obtained from the table of the eye sensitivity function CIE1978 [23] published
by the International Commission on Illumination (CIE). The three sensitivity values (Red,
Green, Blue) are defined as (0.012526, 0.895494, 0.09198). In visual neuroscience, spectral
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sensitivity means the different reactions of photopigment in the rod cells and cone cells in the
eye’s retina. There is only one type of rod cell, which is mainly responsible for perceiving the
luminance of light. There are three types of cone cells, which are responsible for perceiving
RGB color.

The perception of human vision is affected by combining the four types of cells. This
function considers the perception of four cells and is formulated to accurately describe the
spectral sensitivity of the human eye. The input image can be transformed into a sensitivity
matrix S = [s;;] via color sensitivity function defined as

r 8 b
5= 2 0.012526 + - x 0.895494 4 1 x 0.09198 6)
Yass T 255 255 7 ’
where the RGB value of each pixel x;; is divided by 255 individually and regarded as the ratio
of each channel. Then, each ratio is multiplied by the spectral sensitivity value corresponding
to each RGB channel. Finally, three values are added to obtain the final spectral sensitivity
s;j of the pixel, ranging from 0 to 1.

3.3 Sensitivity adjustment function

In the next step, sensitivity adjustment function is proposed to convert the color sensitivity
value s;; in Eq. 6 into the adjusted weight b;;. The adjusted weights are used to be added into
the original weights and aims to control the per-pixel perturbation. The adjusted weights can
be negative, zero, or positive values. When negative values added to the perturbation weight,
it means to weaken the attack strength and reduce the influence of the perturbation to visual
perceptibility. On the other hand, positive values increases the amount of perturbation and
thus enhances the attack strength.

Three color sensitivity ranges are defined for adjusted weights: high-sensitivity, medium
sensitivity and low-sensitivity. Assume that the sensitivity values are uniformly distributed
in [0, 1], s;; greater than 0.7 can be defined as a high sensitivity pixel. For high sensitivity
pixels, a little perturbations are easily perceptible by human vision system. Thus, a negative
adjusted weight b;; should be returned by the sensitivity adjustment function. This reduces
the amount of perturbation that is allowed as attack information. On the contrary, s;; less than
0.4 isregarded as a low sensitivity pixel. Since the pixel is less sensitive to human vision, more
attack information can be added. Sensitivity adjustment function returns a positive weight
to increase the amount of attack information. Otherwise, the pixel is considered as medium
sensitivity, and b;; is set to 0. Notice that the range of low-sensitivity (0-0.4) is a bit larger
than the range of high-sensitivity (0.7-1). This is to ensure that more perturbations can be
added into the pixels with low-sensitivity. The range of attack strength enhancement is larger
than that of attack strength reduction. In a way, this increases the overall attack strength.
Based on the discussion above, the sensitivity adjustment function can be formulated by

—1Sij, ifS,'j > 0.7
b,’j =10, 0.4 < Sij <0.7 (7)
Olz(] — S,'j), S,'j < 0.4,
where two parameters oy and o are used to control the magnitude of the adjusted weights
b;; which affect the amount of perturbation as attack information. A total cost function

C(aq, ap) is defined to select the best parameters o and «. Visual structural similarity
SSIM and Accuracy under Attack (AuA) are considered in the cost function to balance the
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attack performance and the image quality. Both terms are ranging from O to 1. The cost
function aims to select parameters o and « that performs adversarial attack to reduce the
recognition accuracy while maintaining the visual quality of images as similar as possible.
The overall cost function is defined as

C(uoy, a2) = AuA +(1 — SSIM). 8)

When minimizing the cost function, it enforces lower accuracy after attack and higher visual
quality at the same time. For the definition of AuA and SSIM, please refer to Sections 4.1.1
and 4.1.3 for more details. Parameters «; and o, can be determined empirically through
experiments. They are turning parameters and will be different for dataset types and image
resolutions. From the experimental results, the parameter « is empirically set to 0.0175 and
ay is set to 1.2. Detailed experimental settings are provided in Table 2 of Section 4.2.

Figure 2 illustrates the results of the sensitivity adjustment function. The range of high-
sensitivity, meidum-sensitivity and low-sensitivity are represented by three line segments.
Note that for the range of high-sensitivity (0.7-1), line segment still has small slope and
very close to zero due to a small parameter «1. Since the sensitivity adjustment function is
discontinuous at 0.4 and 0.7, the Bezier curve is adopted to smooth the function. 14 points
are sampled on these three segments to calculate the Bezier curve.

The formula of sensitivity adjustment curve can be estimated by the following equation

13
P(sip) =Y Pe()sh —sipBt, ©

k=0
where Py represents the points on the three line segments. Based on Eq. 9, it is straightfor-
ward to obtain b;; from P(s;;). In Fig. 2, the Sensitivity Adjustment Curve represents the
continuously smoothing function for the original sensitivity adjustment function. This makes
the range of medium-sensitivity a monotonic decreasing function and more flexible rather
than using a fixed value in the original function. Mean Absolute Error (MAE) is calculated
for 20 points evenly sampled from the function range O to 1 to compare the difference of
the approximated function to the original one. The MAE is only 0.0251. In fact, the approx-

Sensitivity Adjustment Function & Curve
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T —— Low Sensitivity
. Sensitivity Adjustment Curve

08— — T —
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> |
E 061 |
[%]
=
=)
© 0.4

0.2 +—

0.0 ‘

T T T T
0.1 0.2 03 04 05 06 07 08 09
sensitivity value

Fig.2 Sensitivity adjustment function and curve
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imation function only produces slightly different values within the range from 0.31 to 0.53
compared to the original function.

The estimated sensitivity s;; on sample images are depicted in Fig. 3a. The green color
represents the high-sensitivity area, blue represents the medium-sensitivity area, and red
represents the low-sensitivity pixels. Figure 3a represents images of rich texture and dark
background. One can notice that there are more red pixels on the feather of the peacock and
leopard skin where the color changes are difficult to detect by human vision. In fact, almost all
pixels are considered as medium or low sensitivity by our method in the first two images. In
addition, our method can distinguish bright and dark areas. For the background in a car, they
are mostly estimated as low sensitivity, while the background of a ship in Fig. 3b is almost
bright colors. Such background is considered as high-sensitivity area by our method. In the
rest two images in Fig. 3b, green color of the frog are more sensitive to human vision than
the red cars. The pixels of frog and car are mostly estimated as medium- and low-sensitivity
pixels, respectively.

Original
image

Sensitivity
image

Original
image

Sensitivity
image

(b)

Fig. 3 Sensitivity distribution in different conditions. (a) Complicated texture and dark background, and (b)
Bright background and pure color objects
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3.4 Enhancing existing attack methods

Existing attack methods can be enhanced by the proposed framework to achieve imperceptible
adversarial attack to human vision system base on per-pixel weight adjustment. Conventional
attack methods mainly include the following components: the input x, the adversarial example
x’, the perturbation §, perturbation weight € and iteration index k, if it is a iterative method.

Algorithm 1 Spectral Sensitivity Adversarial Attack
Input:

x: original image, y: ground-truth label, K: number of iterations
A: attack method, e: perturbation weight

Output:

x' : adversarial example

1: Initialize x) < x

2: for k < 1to K do

Calculate sensitivity matrix S by Eq. 6

Calculate adjusted matrix B by Eq. 9

Calculate perturbation 6 < A(x;_,, )

Create epsilon matrix E by € by the same size as x
Cox x5 OB+ E)

8: end for

9: return x’ « x;

A A

The per-pixel weight adjustment scheme can be combined with existing attack methods by
the following steps. Firstly, Eq. 6 is adopted to calculate the sensitivity matrix S = [s;;] from
the RGB values of the original image. Matrix S serves as the input of Eq. 9 and is converted
into adjusted matrix B = [b;;]. The selected attack method A generate the perturbation dy
according to x;_, and output y in iteration k. The epsilon matrix E has the same size as x
is created. All entries are set to €. The final weight matrix can be calculated by adding up
matrix B with matrix E. Lastly, element-wise multiplication is performed by the final weight
matrix and the perturbation to determine the final perturbation. New adversarial example
x; is generated by adding x;_, and the final perturbation. The algorithm is presented in
Algorithm 1.

4 Experimental results
We demonstrate the experimental results in this section. The evaluation metrics for our task
are introduced in Section 4.1. The experiment settings are described in Section 4.2. The

quantitative and visualization results are condicted on two evaluation datasets, CIFAR10 and
ILSVRC2012, in Section 4.3 to Section 4.6, respectively.

4.1 Evaluation metrics

The section introduces three evaluation metrics, including Accuracy under Attack, Perturba-
tion MAE and Structural Similarity Index Measure.
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4.1.1 Accuracy under attack

To compare the attack strength of the original attack method and the spectral sensitivity
adversarial attacks, adversarial examples are used as model input and observe the model
accuracy under attacks. The equation of Accuracy under Attack (AuA) is defined as

|
AUA(C, A = > LA wn==r); (10)
i=1
where C denotes classifier or target model, A, denotes attack method with parameter €, and
N denotes number of testing samples. The indicator function 1 returns one if the condition
is true. More decreasing of AuA means stronger attack strength. We conduct this experiment
under two kinds of adversarial settings, including white-box attacks and black-box attacks. In
the white-box attacks, adversarial examples are generated by the target model. For black-box
attack, ResNet152 is adopted as a substitute model to generate adversarial samples to attack
three target models, DenseNet121, VGG16, and MobileNetV3.

4.1.2 Perturbation MAE

The Mean Absolute Error (MAE) of perturbations measures the difference when attack
information is added into each pixel. Larger MAE means more attack information included
and may introduce high visual changes in the image. The Perturbation MAE can be calculated
as

N
1
MAE = - EIIIX{—xl‘Ill, (an
i=

where M denotes the number of total pixels in each image, N denotes the number of
testing samples.

4.1.3 Structural Similarity Index Measure (SSIM)

The Structural Similarity Index Measure (SSIM) considers brightness, contrast, and structural
similarity. Itis used as an evaluation criterion for measuring the similarity between adversarial
example and the original image. The range of SSIM is [0, 1], where 1 means the same as the
original image, and O is entirely different from the original image.

4.2 Experimental settings

The experiments were conducted on image datasets to validate our method, including CIFAR-
10 [24] and ILSVRC2012 [25]. CIFAR-10 is an established computer-vision dataset for digit
recognition. It consists of 60,000 32x32 color images of ten classes. Each class has 6000
images. ILSVRC2012 is the abbreviation for ImageNet Large Scale Visual Recognition
Challenge 2012. There are 1000 object categories as those in ImageNet. The training data is
the subset of ImageNet, containing the 1000 categories and 1.2 million images. The datasets
generated during and/or analysed during the current study are available from the correspond-
ing author on reasonable request. On these two datasets, adversarial examples were crafted
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I;Z'; :n()?irellgsl];?l] decuracy Of’:m , Model CIFAR-10 ILSVRC2012

ILSVRC2012 VGG16 91.00% 72.10%
ResNet152 85.34% 78.30%
DenseNet121 89.90% 74.20%
MobileNetV3 80.14% 74.24%

by eight adversarial attack methods, including FGSM, BIM, PGD, C&W-1;, and the Spectral
Sensitivity (-SS) version of these four methods. 3000 images were randomly selected from
each of the two datasets for evaluation. The perturbation weight epsilon is set from 0.03
to 0.3 on CIFAR-10 and 0.03 to 0.39 on ILSVRC2012 to compare the results of FGSM
and SS-FGSM. For the remaining six iterative methods, the results were observed by iter-
ation from 1 to 10. The experimental results are validated by four target models, including
DenseNet121 [26], ResNet152 [27], VGG16 [28], and MobileNet-V3 [29]. The original
accuracy before attack methods applied is presented in Table 1.

In order to select the best combination of parameters 1 and o3, 500 images of CIFAR-10
were used to generate adversarial examples. SS-FGSM is employed as the attack method
and DenseNet121 is used as the target model. In Table 2, the minimum total cost 0.696698
was obtained when « is set to 0.0175 and «; is set to 1.2. The accuracy rate using this set
of parameters is 24.9%, which is lower than the 27.9% of the original FGSM. The SSIM is
0.5523, which is about 0.016 lower than that of the original FGSM. Such parameter set meets
our needs to increase the attack strength yet with small visual quality degradation.

4.3 Evaluation of white-box attack

In this subsection, we present the results of the white-box attack on CIFAR-10 and ILSVRC
datasets. For results on CIFAR-10 dataset, each figure shows the accuracy of four models
by original attack methods and the corresponding SS-enhanced version. The x-axis of the
diagram is the perturbation weight (epsilon) in Fig. 4a or the number of iterations in Fig. 4b, c,
d, and the y-axis depicts the accuracy. The solid curves and the dashed curves are the results of
the original attack methods and proposed SS-enhanced methods, respectively. From Fig. 4a,
b, ¢, d, the dash-curves are all under solid curves. The demonstrates that the proposed Spectral
Sensitivity method can further improve the existing attack methods on different target model.
The improvement is significant, especially for FGSM, BIM and PGD methods. One can note
that the accuracy tends to converge as epsilon or iteration number becomes larger. This is

Table 2 The influence of o and «p on total cost

Total cost ap = 0.0150 o) =0.0175 a1 = 0.0200 o = 0.0225 oy = 0.0250
ar =09 0.703880 0.703757 0.703947 0.704192 0.705160
ar =1.0 0.698737 0.697646 0.697837 0.699049 0.700340
ar =1.1 0.698349 0.697274 0.697789 0.698679 0.699969
ar =12 0.696745 0.696698 0.697535 0.698103 0.698748
ar = 1.3 0.697044 0.697064 0.697258 0.697503 0.698471
a =14 0.704331 0.703905 0.703778 0.704024 0.704669
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White-box attack using FGSM, SS-FGSM White-box attack using BIM, SS-BIM
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Fig.4 Accuracy of white-box attack with different attack methods on CIFAR-10: (a) FGSM/SS-FGSM, (b)
BIM/SS-BIM, (c) PGD/SS-PGD, (d) C&W/SS-C&W

because the amount of attack information also increases as the iteration number gets higher.
In addition, Fig. 4d depicts that MobileNetV3 has lower accuracy degradation around 40%
under the attack of C&W-I,. When applying our sensitivity based attack method, the accuracy
decreases under 20%.

Following the same settings for experiments on ILSVRC2012 dataset, four target models
were attacked by original attack methods and the corresponding SS-based version. From
Fig. 5 a, b, ¢ and d, all dash curves are under the corresponding solid curve. This indicates
all attack methods can be further enhanced by the proposed spectral sensitivity adversarial
attack. One can notice that the accuracy on ILSVRC2012 dataset decreases significantly than
CIFAR-10 in the first three iterations. Among four target models, the accuracy of ResNet152
decreases less than other models. On the contrary, VGG16 is pretty vulnerable under different
attack methods.
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Fig. 5 Accuracy of white-box attack with different attack methods on ILSVRC2012: (a) FGSM/SS-FGSM,
(b) BIM/SS-BIM, (c) PGD/SS-PGD, (d) C&W/SS-C&W

4.4 Evaluation of black-box attack

In the black-box attack experiments, ResNet152 was used to generate adversarial examples
to attack other three target models: DenseNet121, VGG16, and MobileNetV3. The results of
the black-box attack on CIFAR-10 presented in Fig. 6 indicate that the adversarial examples
generated by the ResNet152 can also attack other models effectively. All the dash-curves
of spectral sensitivity enhanced attack methods achieve lower accuracy than that of the
original attack methods. According to the results, our method is able to provide more effective
perturbations as attack information based on the analysis of spectral sensitivity. Among four
attack methods, the dash-curve follows solid curve closely for C&W;;. In addition, the lowest
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Fig. 6 Accuracy of black-box attack with different attack methods on CIFAR-10: (a) FGSM/SS-FGSM, (b)
BIM/SS-BIM, (c) PGD/SS-PGD, (d) C&W/SS-C&W

accuracy under attack of C&Wj; is higher than the other three attack methods. This shows
that C& W/ presents relatively poor attack performance than other methods.

In Fig. 7, the black-box attack results on ILSVRC2012 also verify that the proposed
spectral sensitivity based method can significantly improve the transferability of adversar-
ial examples on large-scale image dataset over the existing attack methods. Especially for
DenseNet121, the gap between dash-curve and solid-curve is wider when BIM and PGD
methods are applied. This indicates our method improves BIM and PGD more than the other
two methods. The possible reason is when the attack method is performed iteratively, our
method has more chances to adjust attack information in each iteration.
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Fig. 7 Accuracy of black-box attack with different attack methods on ILSVRC2012: (a) FGSM/SS-FGSM,
(b) BIM/SS-BIM, (c¢) PGD/SS-PGD, (d) C&W/SS-C&W

4.5 Image quality assessment

In this experiment, adversarial examples generated by existing attack methods are compared
to those generated by spectral sensitivity based methods. Perturbation MAE is used to com-
pare the amount of attack information added to the images. In addition, SSIM is calculated
to assess image quality.

Adversarial examples are generated by exploiting ResNet152 as the target model. In Fig. 8,
perturbation MAE are depicted for each attack method on CIFAR-10 dataset. The amount of
attack information of FGSM is controlled by the parameter € whereas The amount of attack
information of other methods are increased by each iteration. Thus, two separate figures are
provided for FGSM and other methods in this experiments. We can notice that all dash curves
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Fig. 8 Results of Perturbation MAE on CIFAR-10: (a) FGSM/SS-FGSM, (b) BIM/SS-BIM, PGD/SS-PGD,
and C&W/SS-C&W

are above the solid curves by each attack method. This demonstrates that our method is able
to increase the perturbation amount. On the contrary, SSIM serves as an evaluation of image
quality assesment. It is adopted to calculate the similarity between adversarial examples and
original images. From the results of SSIM presented in Fig. 9, the dash curves are only
slightly below the solid curves. This indicates that the image quality degradation is small
where more attack information can be added to the images by our method. Specifically,
the maximum difference between two curves does not exceed 0.05 in each attack method.
According to [30], if the SSIM is lower than 0.05, the difference between the two images is
not aware by human vision.
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Fig.9 Results of SSIM on CIFAR-10: (a) FGSM/SS-FGSM, (b) BIM/SS-BIM, PGD/SS-PGD, and C&W/SS-

C&W
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We further provide the comparison of sample visualization. The adversarial examples
of CIFAR-10 generated via ResNet152 are compared by original attack method and the
proposed method. In Fig. 10b, the perturbation of SS-FGSM and FGSM are visually close to
each other. In Fig. 10c, the SS-BIM has the similar black perturbation spots around the fuel
tank cap as BIM. However, when the iteration is greater than 8, SS-BIM is able to distribute the
perturbations elsewhere, making the spot to be more imperceptible. In Fig. 10d, e, the image
perturbation of SS-PGD and SS-C&W-[; are very similar to the original methods from the
perspective of human vision. The experimental investigation on CIFAR-10 demonstrates that
our method can enhance the attack strength and improve the imperceptibility of perturbation.

The amount of perturbation of the original attack method is also compared to that of spec-
tral sensitivity based method on ILSVRC dataset. In Fig. 11, the dash curves representing the
SS-based method have higher perturbation MAE in the adversarial samples on ILSVRC2012,
where solid curves representing the original methods. It is very effective that SS-based meth-
ods significantly improve the attack strength over the original attack methods. In Fig. 12b,
the SSIM of SS-PGD and SS-C&W-I; are very close to the original method. It means that
the visual perception of the perturbation are very close when SS-based methods are applied.
Among all attack methods, the image quality degradation of BIM is relatively larger than
other methods. The visualization results on ILSVRC2012 are presented in Fig. 13. From
sample images of four existing methods and corresponding SS-based method, the visual
difference is hard to tell in SS-C&W-I, and C&W-I,. For this sample image, perturbations
primarily appear in the red area when epsilon is over 0.21 of SS-FGSM. Overall, our method
is able to enhance the existing attack methods to achieve lower recognition accuracy while
maintain the image quality to the similar level. Based on the analysis of spectral sensitivity,
the additional amount of perturbations can be reasonably re-distributed in the image and
reduces the visually impact as much as possible.

4.6 Comparison of average performance

The average of each evaluation metric is calculated to compare quantitative improvement.
The results of ResNet152 were used to calculate the average white-box AuA, SSIM, and
Perturbation MAE. In the black-box attack, the average AuA of DenseNet121 is presented,
which is under the attack of ResNet152 adversarial examples. Results on CIFAR-10 are
presented in Table 3. The proposed SS-based method increases 9.1%, 20.9%, 5.9%, and
5.5% perturbations than the original methods FGSM, BIM, PGD and C&W-I5, respectively.
Our method can also decrease the model accuracy under the knowledge of the white-box
and the black-box attacks. To preserve the visual quality, the gap between our method and
the original methods is less than 0.03 of SSIM, maintaining the imperceptibility level as the
original attacks.

The average of four evaluation metrics are also conducted by ResNet152 for quantita-
tive comparison on ILSVRC2012 dataset. For the black-box attack, the average accuracy of
DenseNet121 is chosen, which is attacked by adversarial examples generated by ResNet152.
As presented in Table 4, the SS-based methods produce 9.2%, 23.2%, 4.7% and 3.3% pertur-
bations in MAE than the original methods FGSM, BIM, PGD and C&W-1I;, respectively. The
range of introduced perturbations is wide. The possible reason is that our method manipulates
perturbations directly and more suitable for gradient-based method FGSM and BIM. For con-
strained or optimization method, such as PGD and C&W-/5, the perturbations are affected
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Fig. 11 Results of perturbation MAE on ILSVRC2012: (a) FGSM/SS-FGSM, (b) BIM/SS-BIM, PGD/SS-
PGD, and C&W/SS-C&W

by other constraints. Therefore, the adjustment of perturbations via our approach is not that
significant. SS-based methods also introduce more attack strength to achieve lower accuracy
than the original methods on ILSVRC2012. On the other hand, there is minor difference of
SSIM between the SS-based methods and the original attack methods.

5 Conclusions and future work

In this paper, we present an imperceptible adversarial attack method via spectral sensitivity of
the human visual system. Based on the color sensitivity function, the sensitivity adjustment
function is proposed to calculate the weighting parameter to adjust the initial perturbation
weights. This makes it possible to increase the amount of perturbations where the changes are
imperceptible to human vision system. On the other hand, our method reduces the amount
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Fig. 12 Results of SSIM on ILSVRC2012: (a) FGSM/SS-FGSM, (b) BIM/SS-BIM, PGD/SS-PGD, and
C&W/SS-C&W
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Fig. 13 Visualization results on ILSVRC2012: (a) the original image, and adversarial images generated by
(b) FGSM/SS-FGSM, (c) BIM/SS-BIM, (d) PGD/SS-PGD, (e) C&W/SS-C&W
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Table 3 Comparison of average AuA, SSIM and MAE on CIFAR-10

Attack methods White-box AuA Black-box AuA SSIM MAE
FGSM 29.7% 41.1% 0.51 1.75
SS-FGSM 22.8% 34.2% 0.49 1.91
BIM 45.2% 61.3% 0.64 1.24
SS-BIM 13.5% 35.2% 0.61 1.50
PGD 14.8% 39.5% 0.39 1.87
SS-PGD 7.39% 22.5% 0.38 1.98
C&W-Ip 24.2% 53.4% 0.67 1.28
SS-C&W-Ip 22.8% 49.9% 0.65 1.35

of perturbations in the sensitive area. This helps to re-distribute the perturbations in the
images as the amount of attack information increases while maintain the visual quality to a
similar level. Four recent attack methods and four deep learning models are included in the
experiments on two image datasets. Experimental results demonstrate that our method is able
to introduce more perturbations as attack information to achieve lower recognition accuracy
of white-box and black-box attacks. Results of SSIM and visualization of sample results
presents similar image quality to the existing attack methods. In addition, Our method can be
combined with gradient-based or optimization based adversarial attack methods. From the
experimental results, our method is especially beneficial to BIM and PDG which learns the
attack information iteratively. It is also interesting to see that ResNet152 is more defensive
than the other deep learning models in some experiments.

The data that support the findings of this study are available in CIFAR-10 [24] and
LSVRC2012 [25] which are publicly available datasets. In the future, saliency detection
method [31] can be combined to determine sensitive regions. Related research directions, such
as camouflaged detection [32], can be also beneficial to exploit visual perception knowledge.
To further improve the sensitivity scores of small regions, transformer networks designed for
small object detection [33] can be employed as the backbone models. Overall, we hope to
develop more general spectral sensitivity based attack methods in a learning fashion. This
will lead to effect attack method on more diverse datasets and different applications. In addi-

Table 4 Comparison of average AuA, SSIM and MAE on ILSVRC2012

Attack methods White-box AuA Black-box AuA SSIM MAE
FGSM 22.2% 29.4% 0.48 1.85
SS-FGSM 18.3% 24.0% 0.43 2.02
BIM 11.2% 51.9% 0.71 1.25
SS-BIM 7.10% 30.2% 0.61 1.54
PGD 4.75% 36.1% 0.38 1.92
SS-PGD 2.33% 23.0% 0.37 2.01
C&W_I» 24.9% 56.3% 0.73 1.22
SS-C&W_I» 23.0% 55.1% 0.72 1.26
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tion, our work is possible to bring new defense approaches for deep learning models when
attack information becomes more and more imperceptible.
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